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Abstract: Human agricultural activities are always accompanied by pests and diseases, which have
brought great losses to the production of crops. Intelligent algorithms based on deep learning have
achieved some achievements in the field of pest control, but relying on a large amount of data to
drive consumes a lot of resources, which is not conducive to the sustainable development of smart
agriculture. The research in this paper starts with data, and is committed to finding efficient data,
solving the data dilemma, and helping sustainable agricultural development. Starting from the data,
this paper proposed an Edge Distance-Entropy data evaluation method, which can be used to obtain
efficient crop pests, and the data consumption is reduced by 5% to 15% compared with the existing
methods. The experimental results demonstrate that this method can obtain efficient crop pest data,
and only use about 60% of the data to achieve 100% effect. Compared with other data evaluation
methods, the method proposed in this paper achieve state-of-the-art results. The work conducted in
this paper solves the dilemma of the existing intelligent algorithms for pest control relying on a large
amount of data, and has important practical significance for realizing the sustainable development of
modern smart agriculture.

Keywords: sustainable green agriculture; data-driven; deep learning; pest identification

1. Introduction

Agriculture is the backbone of a country’s national economy, and planting is the
foundation of agriculture. The healthy development of sustainable planting is of great
significance to human society [1]. However, human planting production is always accom-
panied by pests and diseases [2]. With the advancement of science and technology and the
development of society, various modern elements have been introduced and are increased
continuously, such as new varieties, chemical fertilizers, pesticides, etc. [3]. In recent
decades, the damage of global pests and diseases has become more and more serious [4].
Despite hard work, pests and diseases seem to be getting harder to control. As much as 40%
of global crop production is lost annually to pests, which cost at least $70 billion [5]. There is
a common problem in the process of pest control. Due to the wide variety of pests, farmers
cannot accurately distinguish the class of pests and blindly use pesticides, which cannot
achieve the purpose of accurate killing. Instead, plants often die due to the high toxicity of
pesticides. In recent years, deep learning [6] technology has been applied to the fields of
agriculture and is committed to solving the problem of pests. The intelligent algorithm of
automatic pest identification [7] based on deep learning can replace agricultural experts
and farmers in the identification of crop pests.

Generally speaking, the existing intelligent algorithms based on deep learning mainly
perform image recognition [8] and target detection [9] for pest data, which can help humans
obtain information on the category and location of agricultural pests. Image recognition
usually uses CNN network [10] architecture to train a large amount of pest data to obtain
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high-precision image recognition models. With the development of deep neural net-
works, many excellent CNN network architectures have emerged, such as GoogLeNet [11],
ResNet [12] and EfficientNet [13], etc. This has achieved a certain role in pest control. Object
detection uses a large number of pest data with location and class label information to train
the model. The trained model obtains the location and class information of the pest image
through feature extraction, classification and regression positioning. Currently, there are
many excellent network structures that have worked in agriculture, such as OverFeat [14],
YOLOv5 [15], SSD [16], RetinaNet [17], etc.

Although existing deep learning intelligent algorithm [18] methods have reported
satisfactory results in the field of pest identification, they are all driven by massive amounts
of data, and the acquisition of large amounts of data and labels relies on numerous human
and natural resources. If only efficient data [19] is selected to participate in the training of
intelligent algorithms, resources can be greatly saved without reducing the accuracy, which
is of great significance for promoting the development of sustainable smart agriculture [20].

This study proposes a data evaluation method for Edge Distance-Entropy that can be
used to obtain efficient data, which focuses on finding the samples closest to the decision
boundary. The proposed method is validated on a crop pest dataset containing 10 different
classs of crop pests that are common in crop-growing regions of China. At the same
time, we proposed Anomaly Feature Detection Strategy, abbreviated as AFDS, which can
effectively resist the feature bias caused by abnormal data. The results demonstrate that the
proposed Edge Distance-Entropy data evaluation method can pick out efficient crop pest
data, and in the pest identification task, compared with other existing evaluation methods,
it achieves state-of-the-art results in terms of accuracy.

The following points summarize the contributions of this research work: (1) We focus
on the data dilemma encountered in the field of smart agriculture, and use the proposed
method to effectively solve the task of crop pest identification, which is of great significance
for promoting the development of sustainable agriculture. (2) We built a crop pest dataset
with 10 categories CP-10 that can be used for pest data assessment. (3) An Edge Distance-
Entropy data evaluation method that can be applied to pest identification tasks is proposed.
This method can effectively select high-efficiency pest data, and only use a small amount of
data to achieve the performance brought by a large amount of data. On our established
pest dataset, our proposed method achieves state-of-the-art performance compared to other
methods. (4) Furthermore, we have proposed Anomaly Feature Detection Strategy to resist
the influence of anomalous pest data by eliminating anomalous feature points that deviate
from the feature group.

This paper is organized as follows. The dataset and method used in this paper are
reported in Section 2. Experimental results and analysis are reported in Section 3. Finally,
the discussion part of this paper is given in Section 4 and the conclusion is given in Section 5.

2. Materials and Methods
2.1. Materials

This subsection explains the relevant datasets used in this study. To meet our research
needs, we re-collected a crop pest dataset called CP-10. The dataset includes 10 different
classes of crop pests commonly found in agricultural areas: Aleurocanthus Spiniferus,
Army Worm, Cicadellidae, Lcerya Purchasi Maskell, Legume blister beetle, Locustoidea,
Lycorma delicatula, Miridae, Mole Cricket and Trialeurodes Vaporariorum. These images
are obtained by searching keywords on the Internet, and the sizes are not uniform, but they
are all in uniform JPEG format. We collected less than 1000 images of each class, to avoid
classification imbalance, and we re-filtered the collected data and kept 600 images per type
for research use. The dataset we used contains a large amount of insect information and is
well suited for data evaluation in pest identification tasks. Figure 1 shows an example of
some pest images in the dataset.
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Cicadellidae

Mole Cricket

Aleurocanthus Spiniferus Army Worm

Lcerya Purchasi Maskell Legume Blister Beetle Locustoide
a

Lycorma Delicatula Miridae

Trialeurodes Vaporariorum

Figure 1. Samples for each category of CP-10.

2.2. Framework

First, our task goal is to train a model that recognizes 10 classes of pest data under
supervision. We divide the complete train set DT into the labeled set Dl = {(xi, yi)}M1

j=1

and the unlabeled Du =
{(

xj, yj
)}M2

j=1 two parts, where xi ∈ X represents the input image

and yi ∈ {1, . . . , N} represents the relevant class label. It is worth noting that these two
parts are continuous updated. At the beginning, we will randomly select a small amount of
labeled data, denoted as DB, that is, Dl = DB at this time. We use DB to train the network
to obtain the first model, and then use the data evaluation method to evaluate each data
in Du, and give each data a score, then rank the scores. Select theM number of data C
with the highest score from Du. Add it to the candidate set, perform manual annotation,
and obtain Ynew = Query (C). Add the labeled candidate set to Dl , and update the model
with the new Dl . We do many such cycles until Du = ∅. The performance of the model
is evaluated on an unseen pest test set. Our use a deep neural network f = fe + fc with
parameters θ = {θe, θc} as learner. Here, fe : X → RD is the backbone feature extraction
network, which converts the input data into feature vectors in D-dimensional space, that is,
z = fe(x; θe). fc : RD → RN is a classifier that maps D-dimensional features of the data to
corresponding outputs, which can be transformed by p(y | z; θ) = softmax( f c(z; θc)) as
probability distributions. We take the Cross-Entropy loss as the loss and optimize the model
parameters by minimizing the loss: H(q, p) = −∑x(q(y) log p(y)). Figure 2 presents the
complete framework of our approach.
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Figure 2. The complete framework of our approach.
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2.3. Edge Distance-Entropy

In the feature distribution of the dataset, samples of the same class have a high degree
of similarity and will be clustered in the feature space. However, the data whose feature
points are located at the boundary of the feature group are easily confused between the two
categories and are not easy to identify. Our intuition is that the model’s mispredictions are
mainly due to the inability to accurately judge the data that is ambiguously between the
two classes. If more efficient boundary data is added to the train set, it will bring more gains
to the model. To find such boundary samples, we proposed a data evaluation method of
Edge Distance-Entropy. Figure 3 shows the strategy of Edge Distance-Entropy. Specifically,
we first map the labeled train set and unlabeled set to the feature space with the help of the
feature extractor fe trained on the labeled train set, and then obtain the high-dimensional
feature vector fe(xl), xl ∈ Dl of the labeled train set, and the high-dimensional feature
vector fe(xu), xu ∈ Du of the unlabeled set. We sum and average the high-dimensional
vectors of each class in the train set to obtain the feature prototypes of each class. The feature
prototype [21] of the i-th class is:

Protoi =
1
n

n

∑
j=1

fe

(
xi

j

)
(1)

Labelled data

Unlabelled data
Edge featureFeature prototype

A candidate to be queriedA data that is put back into the 𝒟𝑢

Figure 3. Strategy of Edge Distance-Entropy.

Taking a data xu of an unlabeled set as an example, its high-dimensional feature vector
fe(xu) is measured with prototype of each class by the Euclidean distance, and n distances
are obtained:

Lp =
[
l1
p, l2

p, . . . . . . , ln
p

]
(2)

Select the two categories corresponding to the two smallest distances in Lp, that is,
select the two categories closest to the unlabeled data feature. Next, we need to obtain the
edge distance from xu to the two nearest neighbors. The distance is calculated as follows:

di =
∥∥∥ fe(xu)− fe

(
xi

edge

)∥∥∥
2
=

√√√√ n

∑
j=1

(
fe(xu)j − fe

(
xi

edge

)
j

)2
(3)

Among them, fe

(
xi

edge

)
is the edge feature of the i-th class, that is, the average value

of the k data feature points whose high-dimensional feature is closest to fe(xu). fe

(
xi

edge

)
is calculated as follows:

fe

(
xi

edge

)
= fe

(
xi

edge-k

)
=

1
k

n

∑
j=1

fl
(
xij
)
, k = α ∗ num(xi) (4)

A parameter α is mentioned in the formula, it is the proportion of data involved
in computing edge features. When α is 1, all high-dimensional features in the class are
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selected to calculate fe(xi
edge); at this time, k = num(xi), fe(xi

edge) is the class prototype.
In order to accurately calculate edge features, we seek a high-order decay function. When
there is less data, the features are scattered, and all data features are selected to calculate
edge features. As the data increases, the proportion of data features we select gradually
decays. When the amount of data approaches 100%, α is close to 0. We calculate α using
the following formula:

α = (1− (Selectratio − Baseratio))
3 (5)

Among them, Baseratio is DB/DT ; it is the proportion of DB to all train set data,
and Selectratio is Dl/DT ; it is the proportion of currently labeled data to all train set data.
The edge distance (d1, d2) of xu from the two nearest neighbor classes is obtained by
Equation (3), we use the softmax function:

pi =
e−di

∑2
j=1 e−dj

(6)

Convert the two edge distances into probability distribution, and use the entropy
calculation formula to obtain the Edge Distance-Entropy of the xu:

E(xu) =
n

∑
i=1

pi log2
1
pi

(7)

The Edge Distance-Entropy E of each data in Du is calculated by the above steps,
and the Edge Distance-Entropy of the data in Du is sorted from high to low to obtain
L. Select the firstM data from L to a candidate set C, query the labels of the data in C,
and perform manual marking. Add the marked C to Dl to obtain a new Dl . At the same
time, delete the data in C from Du.

2.4. Anomaly Feature Detection Strategy

When a sample has noise or label error [22], the feature vector it maps on the high-
dimensional feature space will be far away from the feature group of the label class, which
we call abnormal feature points. Under the interference of noise samples, the above method
may be less effective. In order to resist the interference caused by abnormal feature points,
we propose AFDS. Generally speaking, when the data is noisy, the similarity with the
data of the class to which it belongs will become lower. Therefore, the abnormal features
generated by the noisy data in the high-dimensional feature space will be far away from
the feature cluster.

Our proposed AFDS is dedicated to finding anomalous feature points that are far
away from feature clusters. Specifically, similar to the method mentioned in Section 2.3,
we first obtain the high-dimensional feature vector fe(xl), xl ∈ Dl of the labeled train set
and the high-dimensional feature vector fe(xu), xu ∈ Du of the unlabeled set with the
help of fe. We sum and average the high-dimensional vectors of each class in the train
set to obtain feature prototypes for each class. Taking a data xu in an unlabeled set as an
example, its high-dimensional feature vector fe(xu) is measured by Euclidean distance
and each class prototype, and n distances are obtained: Lp =

[
l1
p, l2

p, . . . . . . , ln
p

]
. We use the

softmax function: qi =
elip

∑2
j=1 e−l jp

to convert n distances into probability distributions, using

the calculation formula of entropy to get the outlier of xu:

O(xu) =
n

∑
i=1

qi log2
1
qi

(8)

The outlier O of each data in Du is calculated by the above steps, and the outlier O of
the data in Du is sorted from high to low. Select the topH data with the largest outlier O
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from Du, and delete its high-dimensional feature points, thereby eliminating the abnormal
features of Du mapping (Algorithm 1).

Algorithm 1: Our Edge Distance-Entropy algorithm.
input : Initial few labeled dataset

DB :
{(

x1
B1, y1

B1
)
,
(
x2

B1, y2
B1
)
, . . . ,

(
xn

B1, yn
B1
)
, . . . ,

(
xn

B10, yn
B10
)}

;

Unlabeled Du :
{(

x1
u1, y1

u1
)
,
(
x2

u1, y2
u1
)
, . . . ,

(
xk

u1, yk
u1

)
, . . . ,

(
xk

u10, yk
u10

)}
;

The ratio of DB to all train set data Baseratio;
The ratio of currently labeled data to all train set data Selectratio;
The budgetM for selecting data for each cycle.

output :Model accuracy obtained for each cycle.

for Selectratio = Baseratio to 100% do
Train the model f using the labelled data Dl ;
Map Dl to the high-dimensional feature space through fe, and extract the
feature vector fe(xl);

Compute high-dimensional feature prototypes for each class of data in Dl .
L = {}.

for xu ∈ Du do
Extract feature vector fe(xu);
Measure the distance between fe(xu) and each class Protoi, select class

a,b,Protoa, Protob = Top2(Protoi, i = 1, 2, ..., N) ;
Calculate α = (1− ( Select ratio − Base ratio ))

3;
Use α to calculate edge features fe

(
xa

edge

)
and fe

(
xb

edge

)
of class a,b;

Measure the distance (d1, d2) between fe(xu) and two edge features
fe

(
xa

edge

)
and fe

(
xb

edge

)
;

(p1, p2) = so f tmax((d1, d2)); L = L ∪ E(p1, p2); break.
end
L = maxsort(L); C = {L(1),L(2), . . . ,L(M)}.
Ynew = Query (C); Dl = Dl ∪ (C, Ynew ),Du = Du\C.

end

3. Results
3.1. Experiment Settings

The experiments we conduct rely on reliable physical and software resources to
guarantee the validity and scientific validity of the results. As far as software is concerned,
we take the system environment as Ubuntu 18.04 with CUDA 11.3, Python 3.8, Pytorch
1.10.2. As for hardware, we use a high-performance server with NVIDIA RTX 3080Ti GPU.

In the experiments, we conduct comprehensive experiments with a variety of different
settings to verify the effect of our method on the pest dataset. Our setup consists of multiple
parameters, including the initial labeled train set, the number of cycle, the amount of new
data M = 500 (10%) added at each cycle and the deep neural network structure. First,
we took the CP-10 dataset and randomly divided the CP-10 dataset into a train set and
a test set according to 5:1. We randomly sample the train set in three groups, each time
taking a certain amount of the initial labeled train set. We set three sets of cycle parameters,
namely: 10 cycle, initial 500 data, M = 500 (10%); 5 cycle, initial 1000 data, M = 1000
(20%); 3 cycle, initial 1000 data,M = 2000 (40%). The deep neural network structure is
fixed as the classic ResNet-18 network. Combining the above different parameters can
obtain multiple sets of experimental settings, and we conduct multiple experiments under
different experimental settings.

We selected several classical data evaluation methods for comparative experiments,
including Entropy [23], Distance-Entropy [24], and Metric [25]. Entropy is an entropy-based
method that selects the unlabeled instance with the highest entropy. Distance-Entropy
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embodies the entropy method in the high-dimensional feature space, and finds data with a
uniform distance from various data feature prototypes. Metric is a simple measurement
method that finds data in various categories that are far from the prototype of that category.
These methods have achieved good results on public datasets.

Based on previous experimental experience, we adopt the following supervised [26]
train setting. First, the train set images are preprocessed to a size of 84 × 84 and randomly
inverted with a probability of 0.5, and then fed into the network. We use a batchsize of 128
and 100 epochs for network training. At each cycle, the initial learning rate is set to 0.01,
which is then decayed by a factor of 10 at the 30th, 60th, and 80th epochs. Meanwhile, we
optimize the network using a Cross Entropy loss and a learned SGD optimizer. Momentum
and weight decay are set to 0.9 and 0.0005.

3.2. Overall Results
3.2.1. Comparison of Different Methods

Figure 4 shows the experimental results of different methods under three settings of
M = 500, 1000, and 2000. The solid line in the figure represents the average of the results
obtained from experiments using three different initial labeled train sets. The shaded area
represents the range of results obtained from three experiments. It can be observed from
the figure that our proposed Edge Distance-Entropy method achieves the best results under
three differentM settings. WhenM = 500, we only use 60% of the data to achieve the
effect of 100% of the data. Compared with other methods, we use 5% to 15% less data to
achieve this effect. This demonstrates that the method we proposed is very effective on the
CP-10, and can effectively obtain efficient data, thereby reducing the amount of data and
promoting the rational allocation of resources.
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Figure 4. Comparison of results of different methods. (a) Description of results withM = 500 setting.
(b) Description of results withM = 1000 setting. (c) Description of results withM = 2000 setting.

3.2.2. Influence of ParameterM
In order to explore the influence of M on the experimental results, we compare

the Edge Distance-Entropy results under differentM. Figure 5 shows the experimental
results. It can be seen from the figure that when the value ofM is relatively small, the Edge
Distance-Entropy data evaluation method is more accurate. This is because the introduction
of redundant data [27] can be avoided when only a small amount of data is added each time.
However, if the value ofM is too small, the number of cycle will become too much, the time
cost will be greatly increased, and the work may become not worth the loss. Therefore,
the value ofM is a problem worth exploring. Generally speaking, the value ofM should
be reduced as much as possible within the acceptable time cost range.
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Figure 5. The performance of different parameterM.

4. Discussion
4.1. Discussion in the Case of Abnormal Data

This section discusses the presence of noise in crop pest dataset. In the process of
data collection or data transmission, due to factors such as the shooting environment or
equipment failure, it is inevitable that noisy data will appear in the dataset, and it is a
tedious task to manually remove these noise data [28]. A large amount of noisy data will
inevitably affect the performance of the model and the effectiveness of the data evaluation
method. Is there a strategy that can be adopted to mitigate the effects of noisy data? We
put some thought into this.

When there is noise in a certain pest data, if the target is heavily occluded, the model
cannot identify the target type, and can only learn some background information, and the
background of the pest data is mostly similar, with green as the main color. We believe
that the noise data at this time is very similar to each class in the background, but the
foreground is very different, and the model’s judgment of the noise data tends to be
ambiguous among multiple classes. Therefore, we came up with a strategy to find feature
points with relatively uniform distances from each class in the feature space, and this point
is also an outlier [29] relative to the center of each class, which we call abnormal feature
points. These abnormal feature points are eliminated, and the data corresponding to the
remaining feature points are evaluated. We call this strategy AFDS, and use AFDS to
conduct related comparative experiments.

When preparing for the experiment, we first randomly sampled 100 pieces of data
from each class of DT in CP-10, added noise, to simulate the situation of a noisy dataset.
As shown in Figure 6, these noisy data target subjects are heavily occluded. The test set is the
same as the experimental setup in the previous section. We use the Edge Distance-Entropy
method, combined with the AFDS, selectM = 500, and conduct experiments. At the same
time, we also set up a control group without AFDS for comparison. The experimental
results are shown in Figure 7.

As can be observed from Figure 7, when AFDS is used, the effect of noisy samples is
obviously mitigated. Especially in the initial evaluation data, using AFDS improves the
performance by about 5%. As the amount of data increases, the Edge Distance-Entropy
method using AFDS can reach the peak performance first. Because it avoids introducing
noisy data when training the neural network.
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Figure 6. CP-10 samples with noise.
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Figure 7. The performance of Edge Distance -Entropy method with and without AFDS.

We only propose a method to solve the simple black block occlusion noise problem,
but in practice, the noise is diverse, including Gaussian noise, mosaic, label noise, etc.
In addition, there are problems such as image duplication in the dataset. For different kinds
of noise problems and image repetition problems, it is necessary to conduct more in-depth
research and carry out targeted solutions.

4.2. Application of Data Evaluation

At present, the application of deep learning is mostly driven by a large amount of
data. It is a considerable research direction to evaluate the data and find efficient data,
which has a wide range of application prospects. In addition to agriculture, there are many
data-dependent application scenarios for data quality assessment methods that can be
targeted for research. For example, images in the medical field require expert annotation,
which is expensive. If intelligent algorithms can be used to find efficient data for labeling,
the cost can be greatly reduced. For another example, text classification in many scenarios
in text recognition tasks cannot provide so much training data, such as intent recognition



Sustainability 2022, 14, 7825 10 of 11

in dialogue scenarios. These fields need more efficient data to drive, and finding efficient
data has become a way to solve the problem.

5. Conclusions
5.1. Conclusions

In this paper, we propose a data evaluation method based on Edge Distance-Entropy
for the problem that smart agriculture relies heavily on data. We effectively apply this
method to the recognition task of crop pest datasets and demonstrate its state-of-the-art
results in various settings. It is attractive that only about 60% of the data is used to achieve
good results. When the amount of data reaches 70%, the performance has exceeded the
level of 100% of the data. This is due to the existence of some negative migration data in
the dataset. Our results can demonstrate that with efficient data, the input of data can be
greatly reduced, which undoubtedly contributes to the sustainable development of smart
agriculture. In addition, we also explored the influence of the parameterM on the method,
and found that the value ofM has an adverse effect on the performance. For noisy data,
we propose Anomaly Feature Detection Strategy to alleviate the adverse effect of noisy
data on the method. Experiments show that our proposed method is effective.

5.2. Future Work

The method proposed in this paper is effective, can effectively solve the data problem
in the task of crop pest identification, and provides ideas for the sustainable development
of smart agriculture. However, there are still some deficiencies in the work of this paper,
and related research needs to be carried out in the future. First of all, the problems of
noisy data andM value strategy are mentioned and analyzed in this paper, and solutions
are given. However, the proposed method has certain limitations and needs to be further
explored. This paper only conducts relevant experiments on the pest data set, but in the
agricultural field, in addition to pest data, there are many other categories of data that
also need to be identified, such as picking classification tasks in fruit farming [30], crop
identification tasks, etc. This paper conducts experiments on the task of pest image recogni-
tion, but as the data dilemma does not only appear in the recognition task, other tasks also
need to solve this problem, such as pest target detection, semantic segmentation [31], etc.
In future research, we will expand to these fields and combine the proposed method with
practical tasks in more agricultural fields to promote the sustainable development of smart
agriculture in multiple aspects.

Author Contributions: Conceptualization, J.Y. and S.M.; methodology, J.Y. and S.M.; software, S.M.
and Z.Z.; validation, J.Y., S.M. and Y.L.; writing—original draft preparation, S.M.; writing—review
and editing, Y.L. and Z.Z.; visualization, S.M. and Z.Z. All authors have read and agreed to the
published version of the manuscript.

Funding: This work was supported by the National Natural Science Foundation of China
(No. 32101612).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Ali, E.B.; Agyekum, E.B.; Adadi, P. Agriculture for sustainable development: A SWOT-AHP assessment of Ghana’s planting for

food and jobs initiative. Sustainability 2021, 13, 628. [CrossRef]
2. Faisan, J.P.; Luhan, M.; Rovilla, J.; Sibonga, R.C.; Mateo, J.P.; Ferriols, V.M.E.N.; Brakel, J.; Ward, G.M.; Ross, S.; Bass, D.; et al.

Preliminary survey of pests and diseases of eucheumatoid seaweed farms in the Philippines. J. Appl. Phycol. 2021, 33, 2391–2405.
[CrossRef]

http://doi.org/10.3390/su13020628
http://dx.doi.org/10.1007/s10811-021-02481-5


Sustainability 2022, 14, 7825 11 of 11

3. Alengebawy, A.; Abdelkhalek, S.T.; Qureshi, S.R.; Wang, M.Q. Heavy metals and pesticides toxicity in agricultural soil and plants:
Ecological risks and human health implications. Toxics 2021, 9, 42. [CrossRef] [PubMed]

4. Wang, C.; Wang, X.; Jin, Z.; Müller, C.; Pugh, T.A.; Chen, A.; Piao, S. Occurrence of crop pests and diseases has largely increased
in China since 1970. Nat. Food 2022, 3, 57–65. [CrossRef]

5. Gullino, M.L.; Albales, R.; Al-Jboory, I.; Angelotti, F.; Chakraborty, S.; Garrett, K.A.; Hurley, B.P.; Juroszek, P.; Makkouk, K.;
Stephenson, T. Scientific review of the impact of climate change on plant pests: A global challenge to prevent and mitigate plant
pest risks in agriculture, forestry and ecosystems. In Embrapa Semiárido-Livro técnico (INFOTECA-E); FAO: Rome, Italy, 2021.

6. Yang, J.; Zhang, Z.; Gong, Y.; Ma, S.; Guo, X.; Yang, Y.; Xiao, S.; Wen, J.; Li, Y.; Gao, X.; et al. Do Deep Neural Networks Always
Perform Better When Eating More Data? arXiv 2022, arXiv:2205.15187.

7. Li, Y.; Yang, J. Few-shot cotton pest recognition and terminal realization. Comput. Electron. Agric. 2020, 169, 105240. [CrossRef]
8. Li, Y.; Chao, X. Semi-supervised few-shot learning approach for plant diseases recognition. Plant Methods 2021, 17, 1–10. [CrossRef]
9. Dai, Y.; Wu, Y.; Zhou, F.; Barnard, K. Attentional local contrast networks for infrared small target detection. IEEE Trans. Geosci.

Remote Sens. 2021, 59, 9813–9824. [CrossRef]
10. Li, Y.; Nie, J.; Chao, X. Do we really need deep CNN for plant diseases identification? Comput. Electron. Agric. 2020, 178, 105803.

[CrossRef]
11. Khan, R.U.; Zhang, X.; Kumar, R. Analysis of ResNet and GoogleNet models for malware detection. J. Comput. Virol. Hacking Tech.

2019, 15, 29–37. [CrossRef]
12. Rajpal, S.; Lakhyani, N.; Singh, A.K.; Kohli, R.; Kumar, N. Using handpicked features in conjunction with ResNet-50 for improved

detection of COVID-19 from chest X-ray images. Chaos Solitons Fractals 2021, 145, 110749. [CrossRef] [PubMed]
13. Atila, Ü.; Uçar, M.; Akyol, K.; Uçar, E. Plant leaf disease classification using EfficientNet deep learning model. Ecol. Inform. 2021,

61, 101182. [CrossRef]
14. Biswas, D.; Su, H.; Wang, C.; Blankenship, J.; Stevanovic, A. An automatic car counting system using OverFeat framework.

Sensors 2017, 17, 1535. [CrossRef] [PubMed]
15. Yan, B.; Fan, P.; Lei, X.; Liu, Z.; Yang, F. A real-time apple targets detection method for picking robot based on improved YOLOv5.

Remote Sens. 2021, 13, 1619. [CrossRef]
16. Zhai, S.; Shang, D.; Wang, S.; Dong, S. DF-SSD: An improved SSD object detection algorithm based on DenseNet and feature

fusion. IEEE Access 2020, 8, 24344–24357. [CrossRef]
17. Vecvanags, A.; Aktas, K.; Pavlovs, I.; Avots, E.; Filipovs, J.; Brauns, A.; Done, G.; Jakovels, D.; Anbarjafari, G. Ungulate Detection

and Species Classification from Camera Trap Images Using RetinaNet and Faster R-CNN. Entropy 2022, 24, 353. [CrossRef]
[PubMed]

18. Yang, J.; Ni, J.; Li, Y.; Wen, J.; Chen, D. The Intelligent Path Planning System of Agricultural Robot via Reinforcement Learning.
Sensors 2022, 22, 4316. [CrossRef]

19. Li, Y.; Chao X. Toward Sustainability: Trade-Off Between Data Quality and Quantity in Crop Pest Recognition. Front. Plant Sci.
2021, 12, 811241. [CrossRef]

20. Li, Y.; Yang, J. Meta-learning baselines and database for few-shot classification in agriculture. Comput. Electron. Agric. 2021,
182, 106055. [CrossRef]

21. Snell, J.; Swersky, K.; Zemel, R. Prototypical networks for few-shot learning. Adv. Neural Inf. Process. Syst. 2017, 30. Available on-
line: https://proceedings.neurips.cc/paper/2017/file/cb8da6767461f2812ae4290eac7cbc42-Paper.pdf (accessed on 10 May 2022).

22. Fatras, K.; Damodaran, B.B.; Lobry, S.; Flamary, R.; Tuia, D.; Courty, N. Wasserstein Adversarial Regularization for learning with
label noise. IEEE Trans. Pattern Anal. Mach. Intell. 2021. [CrossRef] [PubMed]

23. Allotey, J.; Butler, K.T.; Thiyagalingam, J. Entropy-based active learning of graph neural network surrogate models for materials
properties. J. Chem. Phys. 2021, 155, 174116. [CrossRef] [PubMed]

24. Li, Y.; Chao, X. Distance-Entropy: An effective indicator for selecting informative data. Front. Plant Sci. 2022, 1, 818895. [CrossRef]
[PubMed]

25. Li, Y.; Chao, X.; Ercisli, S. Disturbed-entropy: A simple data quality assessment approach. ICT Express 2022.
doi: 10.1016/j.icte.2022.01.006. [CrossRef]

26. Sun, H.; Zheng, X.; Lu, X. A supervised segmentation network for hyperspectral image classification. IEEE Trans. Image Process.
2021, 30, 2810–2825. [CrossRef]

27. Li, Y.; Yang, J.; Wen, J. Entropy-based redundancy analysis and information screening. Digit. Commun. Netw. 2021.
doi: 10.1016/j.dcan.2021.12.001. [CrossRef]

28. Shen, M.; Yang, J.; Sanjuán, M.A.F.; Zheng, Y.; Liu, H. Adaptive denoising for strong noisy images by using positive effects of
noise. Eur. Phys. J. Plus 2021, 136, 698. [CrossRef]

29. Zhou, Y.; Dong, F.; Liu, Y.; Ran, L. A deep learning framework to early identify emerging technologies in large-scale outlier
patents: An empirical study of CNC machine tool. Scientometrics 2021, 126, 969–994. [CrossRef]

30. Chen, X.; Zhou, G.; Chen, A.; Pu, L.; Chen, W. The fruit classification algorithm based on the multi-optimization convolutional
neural network. Multimed. Tools Appl. 2021, 80, 11313–11330. [CrossRef]

31. Yuan, X.; Shi, J.; Gu, L. A review of deep learning methods for semantic segmentation of remote sensing imagery. Expert Syst.
Appl. 2021, 169, 114417. [CrossRef]

http://dx.doi.org/10.3390/toxics9030042
http://www.ncbi.nlm.nih.gov/pubmed/33668829
http://dx.doi.org/10.1038/s43016-021-00428-0
http://dx.doi.org/10.1016/j.compag.2020.105240
http://dx.doi.org/10.1186/s13007-021-00770-1
http://dx.doi.org/10.1109/TGRS.2020.3044958
http://dx.doi.org/10.1016/j.compag.2020.105803
http://dx.doi.org/10.1007/s11416-018-0324-z
http://dx.doi.org/10.1016/j.chaos.2021.110749
http://www.ncbi.nlm.nih.gov/pubmed/33589854
http://dx.doi.org/10.1016/j.ecoinf.2020.101182
http://dx.doi.org/10.3390/s17071535
http://www.ncbi.nlm.nih.gov/pubmed/28665360
http://dx.doi.org/10.3390/rs13091619
http://dx.doi.org/10.1109/ACCESS.2020.2971026
http://dx.doi.org/10.3390/e24030353
http://www.ncbi.nlm.nih.gov/pubmed/35327863
http://dx.doi.org/10.3390/s22124316
http://dx.doi.org/10.3389/fpls.2021.811241
http://dx.doi.org/10.1016/j.compag.2021.106055
https://proceedings.neurips.cc/paper/2017/file/cb8da6767461f2812ae4290eac7cbc42-Paper.pdf
http://dx.doi.org/10.1109/TPAMI.2021.3094662
http://www.ncbi.nlm.nih.gov/pubmed/34232864
http://dx.doi.org/10.1063/5.0065694
http://www.ncbi.nlm.nih.gov/pubmed/34742215
http://dx.doi.org/10.3389/fpls.2021.818895
http://www.ncbi.nlm.nih.gov/pubmed/35095987
http://dx.doi.org/10.1016/j.icte.2022.01.006
http://dx.doi.org/10.1109/TIP.2021.3055613
http://dx.doi.org/10.1016/j.dcan.2021.12.001
http://dx.doi.org/10.1140/epjp/s13360-021-01693-5
http://dx.doi.org/10.1007/s11192-020-03797-8
http://dx.doi.org/10.1007/s11042-020-10406-6
http://dx.doi.org/10.1016/j.eswa.2020.114417

	Introduction
	Materials and Methods
	Materials
	Framework
	Edge Distance-Entropy
	Anomaly Feature Detection Strategy

	Results
	Experiment Settings
	Overall Results
	Comparison of Different Methods
	Influence of Parameter M


	Discussion
	Discussion in the Case of Abnormal Data
	Application of Data Evaluation

	Conclusions
	Conclusions
	Future Work

	References

